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| 1 | Using our own terms and diagrams, explain INCEPTIONNET ARCHITECTURE. |
| Ans | InceptionNet is an artificial neural network architecture developed by Google and introduced in 2014. It is an architecture for convolutional neural networks (CNNs) and is used for image classification and recognition.  InceptionNet is composed of modules called Inception Modules. Each Inception Module consists of a number of convolutional layers with different filter sizes and depths. This allows the network to learn different levels of abstractions from the input image. The input image is first convolved with a series of convolutional layers in the first Inception Module. This produces an output which is then passed through another set of convolutional layers in the second Inception Module. This process is repeated until the output of the last Inception Module is reached.  The output of the InceptionNet is then passed through a fully-connected layer and then a softmax layer which produces the final classification.  In summary, InceptionNet is a powerful convolutional neural network architecture which uses multiple Inception Modules to learn different levels of abstractions from an input image, and then uses a fully-connected layer and a softmax layer for classification. |
| 2 | Describe the Inception block. |
| Ans | The Inception block is a type of convolutional neural network (CNN) architecture developed by Google for image analysis. It is composed of a series of convolutional layers and pooling layers, which are used to extract features from an image. The Inception block is designed to capture a large number of different features at different scales by using a combination of 1x1, 3x3, and 5x5 convolutional filters. It also uses a global average pooling layer to reduce the dimensionality of the features extracted. The Inception block is an important component of the GoogLeNet architecture, which won the ImageNet Large Scale Visual Recognition Challenge in 2014. |
| 3 | What is the DIMENSIONALITY REDUCTION LAYER (1 LAYER CONVOLUTIONAL)? |
| Ans | The Dimensional Reduction Layer (1 Layer Convolutional) is a type of Convolutional Neural Network (CNN) layer used to reduce the number of parameters in a network, while still maintaining a high level of accuracy. It is used to increase the efficiency of the network without compromising its performance. The layer typically consists of a 1x1 convolutional filter, which is used to reduce the number of features in a given input. By using a 1x1 convolution, the layer can reduce the number of parameters while still effectively capturing the features of the data. |
| 4 | THE IMPACT OF REDUCING DIMENSIONALITY ON NETWORK PERFORMANCE |
| Ans | Reducing the dimensionality of a network can have a number of positive impacts on performance. Dimensionality reduction can reduce the complexity of the network, which can reduce the computational overhead associated with training the network. By reducing the number of features that the network needs to process, the model can learn faster and more accurately. Additionally, dimensionality reduction can reduce overfitting, as it eliminates redundant features that may contribute to the model's memorization of the training data. Finally, it can also reduce the storage requirements for the network, as fewer features require less space. |
| 5 | Mention three components. Style GoogLeNet |
| Ans | Inception Modules: Inception modules are a key component of the GoogLeNet architecture. They are a form of convolutional layer that uses a combination of 1x1 and 3x3 convolutional filters to reduce the size of the input while maintaining the same receptive field.  Auxiliary Classifier: GoogLeNet uses an auxiliary classifier to help with overfitting and improve the accuracy of the network. The auxiliary classifier is a convolutional neural network (CNN) layer placed on top of the main classification layer. It helps to improve the accuracy of the model by providing additional training data.  Global Average Pooling (GAP): GAP is a type of pooling operation used by GoogLeNet for reducing the spatial dimensions of the input. The output of the GAP layer is a vector of size equal to the number of channels in the input image. This vector is then flattened and fed into the fully connected layers of the network. |
| 6 | Using our own terms and diagrams, explain RESNET ARCHITECTURE. |
| Ans | ResNet architecture is a type of convolutional neural network (CNN) designed to enable deeper network architectures. It is composed of a series of convolutional layers, shortcut connections, and activation functions. It was first introduced in 2015 by researchers at Microsoft Research.  The basic structure of ResNet consists of a series of convolutional layers, followed by a shortcut connection and an activation function. The shortcut connection allows the network to skip over a few layers and still retain the information from earlier layers. This helps the network to learn more complex features, while avoiding the vanishing gradient problem. The activation function helps the network to learn nonlinear relationships between the inputs and outputs.  The diagram below illustrates the basic structure of a ResNet architecture. |
| 7 | What do Skip Connections entail? |
| Ans | Skip connections, also known as residual connections, are a type of artificial neural network architecture. Skip connections involve creating shortcut paths from one layer to another. By doing this, the network can more quickly learn patterns and make more accurate predictions. Skip connections enable the network to bypass some of the layers of complexity and provide a direct path for the information to flow through. This can help to improve the accuracy of the network, as well as its speed of learning. |
| 8 | What is the definition of a residual Block? |
| Ans | A residual block is a type of convolutional neural network block that utilizes skip connections to help a neural network learn more effectively. Skip connections allow the network to skip over certain layers, allowing the network to more accurately fit the data. Residual blocks are often used in deep learning networks to help reduce training time and improve accuracy. |
| 9 | How can transfer learning help with problems? |
| Ans | Transfer learning can help with problems by allowing knowledge acquired from one problem to be used to help solve another problem. This means that knowledge gained from the original problem can be used to help solve new problems, making it easier and faster to solve them. Transfer learning can be used in a variety of different applications, including computer vision, natural language processing, and reinforcement learning. |
| 10 | What is transfer learning, and how does it work? |
| Ans | Transfer learning is a technique that allows a machine learning model to be trained on data that is related to the data that the model will be used on. This technique is useful when there is limited data available to train a model on. Transfer learning works by taking a model trained on a related task and using the weights and parameters of the model to initialize a new model that is trained on the new task. This allows the model to quickly learn the new task without having to learn from scratch. |
| 11 | HOW DO NEURAL NETWORKS LEARN FEATURES? |
| Ans | Neural networks learn features through a process called backpropagation. This process involves adjusting the weights of the network in order to minimize the error between the actual output of the network and the desired output. Backpropagation works by calculating the error and propagating it backwards through the network, adjusting the weights along the way. This process of adjustment is repeated until the network converges on the desired output. |
| 12 | WHY IS FINE-TUNING BETTER THAN START-UP TRAINING? |
| Ans | Fine-tuning is better than start-up training because it focuses on specific areas of improvement and can be tailored to the individual needs of the employee. Start-up training is usually a general overview of the company’s operations and procedures, while fine-tuning concentrates on specific areas that need improvement. Fine-tuning also allows employees to develop more quickly and become more skilled in their job roles. |